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Abstract— Quantitative kinetic analysis of dynamic cardiac
single-photon emission computed tomography (SPECT) data pro-
vides unique information that can enable improved discrimination
between healthy and diseased tissue, compared to static imaging.
In particular, compartmental model analysis can provide quantita-
tive measures of myocardial perfusion, viability, and coronary flow
reserve. In this work we investigate whether precision of kinetic
parameter estimates is improved by additional temporal regu-
larization provided by estimating compartmental models directly
from projection data, rather than using “semidirect” methods
that estimate time-activity curves first and then fit compartmental
models to the curves. Methods are implemented to accelerate
fully 4-D direct joint estimation of compartmental models for
tissue volumes and B-spline time-activity curves for the blood
input and other volumes that do not obey a compartmental model.
Computer simulations of a dynamic 99mTc-teboroxime cardiac
SPECT study show that the additional temporal regularization
provided by direct compartmental modeling results in improved
precision of parameter estimates, as well as comparable or
improved accuracy. Notably, for small myocardial defects the
sample standard deviation of uptake and washout parameters
was reduced by 17–41%. These results suggest that direct joint
estimation of compartmental models and blood input function can
improve quantitation of dynamic SPECT. These methods can also
be applied to dynamic positron emission tomography (PET).

I. INTRODUCTION

QUANTITATIVE kinetic analysis of dynamic cardiac
single-photon emission computed tomography (SPECT)

data provides unique information that can enable improved
discrimination between healthy and diseased tissue, compared
to static imaging. In particular, compartmental model analysis
can provide quantitative measures of myocardial perfusion,
viability, and coronary flow reserve [1], [2].

In this work we investigate whether precision of kinetic
parameter estimates is improved by additional temporal regular-
ization provided by estimating compartmental models directly
from dynamic projection data, rather than using “semidirect”
methods. Previously we developed fast methods for estimating
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B-spline models for time-activity curves for segmented vol-
umes directly from projections [3]–[5]. Compartmental models
were then fit to the curves. This “semidirect” approach to
compartmental modeling removed parameter bias generated by
artifacts that appear in conventionally reconstructed SPECT
images because of projection data inconsistency and truncation
of the field of view by cone-beam collimators.

In the present work, methods are implemented to accelerate
fully 4-D joint estimation, directly from SPECT projections, of
compartmental models for tissue volumes and B-spline time-
activity curves for the blood input and other volumes that
do not obey a compartmental model [these methods can also
be applied to dynamic positron emission tomography (PET)].
Computer simulations show that the additional temporal regu-
larization provided by direct compartmental modeling improves
the precision of uptake and washout estimates, particularly for
small myocardial defects.

II. SPATIOTEMPORAL PROJECTION DATA MODEL

In the following model (which we proposed in [6] and imple-
ment and test for the first time here), the projected field of view
is encompassed by M = M1 + M2 segmented volumes that
contain spatially uniform activity distributions. Time-activity
curves for volumes m = 1, . . . ,M1 are modeled with use of
B-splines, and curves for volumes m = (M1 + 1), . . . ,M are
described with use of one-compartment models.

The B-spline model for the time-activity curve for volume m
is

Am(t) =
N∑

n=1

amnV n(t), (1)

where amn are model coefficients, V n(t) are B-spline basis
functions [7], and N is the number of basis functions. Splines
with smaller support typically are used to model rapidly chang-
ing portions of curves, while splines with larger support are
used to model slow changes (e.g., [3], [8]). For convenience,
the blood input volume is assigned index m = 1.

For the one-compartment kinetic model, the relationship
between the blood input function, A1(t), and the activity in
the tissue in volume m, Qm(t), is modeled to be

dQm(t)
dt

= km
1 A1(t)− km

2 Qm(t), (2)
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where km
1 is the uptake rate parameter and km

2 is the washout
rate parameter. For initial conditions of zero, the tissue activity
is the convolution of the blood input function with a single
decaying exponential:

Qm(t) = km
1

∫ t

0

A1(τ)e−km
2 (t−τ)dτ. (3)

Total activity in volume m is given by

Rm(t) = fm
v A1(t) + Qm(t), (4)

where fm
v is the fraction of the volume occupied by vasculature.

The detected count rate at time t along ray i is modeled as

Pi(t) =
M1∑

m=1

Um
i (t)Am(t) +

M∑
m=M1+1

Um
i (t)Rm(t), (5)

where Um
i (t) is the spatial projection along ray i of the

indicator function for volume m. Physical effects such as atten-
uation, geometric point response, and scatter are incorporated
in Um

i (t), which is time-varying as a result of SPECT gantry
motion.

The model for the projection data is obtained by integrating
(5) over L contiguous time intervals that span the data acqui-
sition from time t0 = 0 to time tL = T :

pil =
∫ tl

tl−1

Pi(t)dt. (6)

If the time intervals are short enough so that each segmented
volume projection function Um

i (t) is approximated well by a
piecewise constant function with amplitude um

il during time
interval [tl−1, tl], then the following approximation can be
made:

pil ≈
M1∑

m=1

um
il

∫ tl

tl−1

Am(t)dt +
M∑

m=M1+1

um
il

∫ tl

tl−1

Rm(t)dt.

(7)
Substituting (1), (3), and (4) into (7) and replacing the approx-
imation with equality, one obtains the projection data model

pil =
M1∑

m=1

um
il

N∑
n=1

amnvn
l +

M∑
m=M1+1

um
il fm

v

N∑
n=1

a1nvn
l

+
M∑

m=M1+1

um
il km

1

N∑
n=1

a1nṽmn
l ,

(8)

where integrals of unconvolved and convolved temporal B-
spline basis functions are denoted by vn

l =
∫ tl

tl−1
V n(τ)dτ and

ṽmn
l =

∫ tl

tl−1

∫ t

0
V n(τ)e−km

2 (t−τ)dτdt, respectively.
The projection data model given by (8) is nonlinear in the

washout rate parameters km
2 contained in the factors ṽmn

l for
volumes described by compartmental models, and is linear in
the spline time-activity curve coefficients amn for the other
non-blood-input volumes. The compartmental model uptake
rate parameters km

1 and vascular fractions fm
v are bilinear along

with the coefficients a1n for the blood input function.

III. LEAST-SQUARES CRITERION AND ITERATIVE
MINIMIZATION ALGORITHM

The projection data model parameters can be estimated
relatively quickly by minimizing the sum of squared differences
between the measured and modeled projections:

χ2 =
I∑

i=1

L∑
l=1

(p∗il − pil)2, (9)

where p∗il are the measured projections and I is the number of
projection rays acquired simultaneously by the detector(s).

Previous work suggests that a slight reduction in parameter
variance can be obtained at the added expense of performing
a weighted fit in which the squared differences are inversely
weighted by the variances of the measured projections [4].

A. Iterative Search of the Space of Nonlinear Parameters km
2

and Joint Estimation of Other Parameters

The Levenberg-Marquardt method [9] can be used to itera-
tively search the space of nonlinear washout rate parameters
km
2 for values that minimize the least-squares criterion (9).

Holding the blood time-activity curve coefficients a1n constant
while searching the washout parameter space, one can jointly
estimate all other parameters as described in Section III-B. At
the expense of more computation one can also include the a1n

in the iterative search space, rather than hold the a1n constant.
Similarly, one can jointly estimate the blood curve and all
other spline curve coefficients as described in Section III-C,
while searching the washout parameter space and either holding
constant or searching for the compartmental model parameters
km
1 and fm

v .
The following pseudocode describes an iterative parameter

update strategy that was found to quickly minimize the least-
squares criterion (9) for the computer simulations described
in Section IV, starting at parameter values obtained from
semidirect estimation:

〈1〉 update blood a1n, non-blood amn

〈2〉 update km
2 (and km

1 , fm
v , non-blood amn)

repeat {

repeat {

〈3〉 update blood a1n, non-blood amn

〈4〉 update km
1 , fm

v , non-blood amn

} (until km
1 , fm

v converge)

〈5〉 update km
2 (and km

1 , fm
v , non-blood amn)

} (until km
2 converge)

Steps 〈1〉 and 〈3〉 require solving the linear least-squares
problem described in Section III-C, while Step 〈4〉 involves
the linear least-squares problem described in Section III-B.

Steps 〈2〉 and 〈5〉 are the most computationally intensive,
because the space of nonlinear washout rate parameters km

2
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is iteratively searched while estimates for the km
1 , fm

v , and
non-blood amn are simultaneously updated to solve the em-
bedded linear least-squares problem described in Section III-B.
In previous work we investigated the nonlinear problem of
estimating compartmental models directly from simulated pro-
jection data for which the blood input function was assumed
known [10], [11], as well as directly from cardiac patient pro-
jection data for which the blood input function was estimated
separately [12].

Joint estimation of linear parameters (the non-blood amn)
and bilinear parameters (the km

1 , fm
v , and blood a1n) can be

accelerated by up to three orders of magnitude for typical
SPECT data acquisitions that use a multi-rotation circular
(or other periodic) detector trajectory. In the following, the
time index l = 1, . . . , L is replaced with the indices {jk; j =
1, . . . , J ; k = 1, . . . ,K}, where J is the number of view angles
per rotation and K is the number of rotations. The index k
is dropped from the spatial projection factors, which are now
periodic and are denoted by um

ij .

B. Accelerated Linear Estimation of the km
1 , fm

v , and Non-
Blood amn, Given Fixed Values for the km

2 and Blood a1n

To solve for values of the km
1 , fm

v , and non-blood amn that
minimize the least-squares criterion (9), given fixed values for
the km

2 and blood a1n, one can express the projection data
model (8) in matrix form as

αF1a1 +
M1∑

m=2

Fmam +
M∑

m=M1+1

(fm
v Fma1 + km

1 Λma1) = p,

(10)
where Fm and Λm are IJK×N matrices whose {[i+(j−1)I+
(k−1)IJ ], n}th elements are um

ij vn
jk and um

ij ṽmn
jk , respectively;

am is an N×1 column vector whose nth element is amn; and p
is an IJK×1 column vector whose [i+(j−1)I+(k−1)IJ ]th
element is pijk. The parameter α has been included to allow one
to adjust the blood input amplitude while minimizing the least-
squares criterion (9). One can then incorporate the adjusted
amplitude into the original model parameters by multiplying
the a1n by α, dividing the fm

v and km
1 by α, and resetting α

to one.
Equation (10) can be written more compactly as

Gθg = p, (11)

where

G =
[
G1 G2 G3

]
G1 =

[
F2 · · · FM1

]
G2 =

[
F1a1 FM1+1a1 · · · FMa1

]
G3 =

[
ΛM1+1a1 · · · ΛMa1

]
θT

g =
[
aT

2 · · · aT
M1

α fM1+1
v · · · fM

v kM1+1
1 · · · kM

1

]
.

The least-squares criterion (9) then becomes

χ2 = (p∗ −Gθg)T(p∗ −Gθg), (12)

where p∗ is an IJK × 1 column vector whose [i + (j − 1)I +
(k− 1)IJ ]th element is p∗ijk. The vector of values for the km

1 ,
fm

v , non-blood amn, and α that minimize χ2 is

θ̂g = (GTG)−1GTp∗. (13)

Details for accelerated computation of (13) are provided in [6].

C. Accelerated Linear Estimation of the Blood a1n and Non-
Blood amn, Given Fixed Values for the km

2 , km
1 , and fm

v

To solve for values of the blood a1n and non-blood amn that
minimize the least-squares criterion (9), given fixed values for
the km

2 , km
1 , and fm

v , one can first express the projection data
model (8) in matrix form as[

F1 +
M∑

m=M1+1

(fm
v Fm + km

1 Λm)

]
a1 +

M1∑
m=2

Fmam = p

(14)
and then write (14) more compactly as

Hθh = p, (15)

where

H =
[
H1 G1

]
H1 = H11 + H12 + H13

H11 = F1

H12 =
∑M

m=M1+1 fm
v Fm

H13 =
∑M

m=M1+1 km
1 Λm

θT
h =

[
aT

1 aT
2 · · · aT

M1

]
.

The least-squares criterion (9) then becomes

χ2 = (p∗ −Hθh)T(p∗ −Hθh), (16)

and the vector of values for the amn that minimize χ2 is

θ̂h = (HTH)−1HTp∗. (17)

Details for accelerated computation of (17) are provided in [6].

IV. COMPUTER SIMULATIONS

To study the accuracy and precision of jointly estimated
compartmental model and blood input function parameters,
400 realizations of cone-beam SPECT projection data having
Poisson noise were generated. The simulated 15 min dynamic
cardiac data acquisition by a single-detector system consisted
of I = 2048 projection rays per view angle (64 transverse ×
32 axial), J = 120 view angles per revolution, and K = 15
revolutions (i.e., L = 1800 time intervals). The projection bins
were 7 mm × 7 mm at the detector, and the detector was 30 cm
from the center of the field of view. The cone-beam collimators
had a hole diameter of 2 mm, a length of 4 cm, and were offset
1 cm from the detector. The focal length was 70 cm, which
resulted in truncation of the field of view (Fig. 1).

Simulated spatial distributions were obtained with use of
the Mathematical Cardiac Torso (MCAT) phantom [13]. The
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emission phantom (Fig. 1) was composed of 128 contiguous
1.75 mm-thick slices and contained M = 6 volumes of interest:
the blood pool, three myocardial tissue volumes (normal my-
ocardium, septal defect, lateral defect), liver, and background
tissue. Each volume was modeled to contain spatially uniform
activity. Projections were attenuated using the corresponding
MCAT attenuation phantom. Attenuation and geometric point
response were modeled using a ray-driven projector with line
length weighting [14]. Scatter was not modeled.

The simulated time-activity curves (Fig. 2) mimicked the
kinetics of 99mTc-teboroxime [15]. The amplitude of the blood
input function was adjusted so that about 10 million total events
were detected.

Initially, time-activity curve models for all six volumes
were estimated directly from noisy projection data with use
of N = 16 B-spline basis functions spanning 15 time seg-
ments having geometrically increasing length (Fig. 3). Piece-
wise quadratic B-splines were used with an initial time segment
length of 10 sec. The resulting curve models were continuous
through their first derivative. For noiseless projections, the
modeling error was less than 2%, where the error was defined
to be the root mean square (RMS) difference between the
simulated curve and the spline model, normalized by the RMS
value of the simulated curve [3]. Compartmental models were
then fit to the curves for the three myocardial tissue volumes
and the liver.

These semidirect compartmental model fits were used as
starting points for direct joint estimation of refined com-
partmental models and B-spline time-activity curves for the
blood pool and background tissue [i.e., M1 = 2 in (8)]. As
described in Section III, the Levenberg-Marquardt method was
used to minimize the least-squares criterion (9) by varying the
nonlinear washout parameters km

2 contained in the factors ṽmn
l

in the projection data model (8), while simultaneously updating
estimates for the linear (non-blood amn) and bilinear (km

1 , fm
v ,

blood a1n) parameters as solutions to embedded linear least-
squares problems.

On average, about three iterations of the outer loop in the
pseudocode in Section III-A were required for convergence.
Total computation time averaged 5.2 min per noise realization,
using a 2.5 GHz Macintosh G5.

V. RESULTS

Fully 4-D direct joint estimation of compartmental models
and blood input function yielded improved precision, as well
as comparable or improved accuracy, compared to semidirect
estimation (Table I). Notably, for the septal and lateral defects
the sample standard deviation of uptake and washout param-
eters was reduced by 17–41%. Bias for the jointly estimated
lateral defect uptake parameter fell to 2.8%, compared to 11%
for the semidirect estimate.

These results suggest that the additional temporal regulariza-
tion provided by direct compartmental modeling can improve
the ability to discriminate between healthy and diseased tissue,
particularly for dynamic SPECT studies performed with slowly
rotating gantries.

Fig. 1. Transverse cross section through the MCAT emission phantom. White
lines depict data truncation resulting from the use of cone-beam collimators.
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Fig. 2. Simulated time-activity curves. Myocardial and liver tissue curves
were generated by one-compartment models having the blood curve as input.
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Fig. 3. Piecewise quadratic B-spline temporal basis functions used to initially
model all time-activity curves. The thirteenth spline is shown as a solid curve.

VI. FUTURE DIRECTIONS

We have begun to investigate methods for modeling and
estimating scatter jointly with tracer kinetic models [16]. These
methods exploit the fact that the scatter distribution from
a segmented volume is spatially smooth and has the same
temporal kinetics as unscattered events from the volume.

To improve spatial modeling, we plan to adaptively refine the
spatial segmentation and to parameterize spatially nonuniform
activity distributions within the segmented volumes. For exam-
ple, activity within the segmented left ventricular myocardium
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TABLE I
COMPARISON OF SAMPLE MEANS AND SAMPLE STANDARD DEVIATIONS OF COMPARTMENTAL MODEL PARAMETERS ESTIMATED SEMIDIRECTLY AND

JOINTLY WITH BLOOD INPUT FUNCTION (400 NOISE REALIZATIONS). THE STANDARD ERROR OF THE SAMPLE MEAN IS APPROXIMATELY 0.05 TIMES THE

SAMPLE STANDARD DEVIATION. UNITS FOR UPTAKE RATE km
1 AND WASHOUT RATE km

2 ARE MIN−1 ; VASCULAR FRACTION fm
v IS DIMENSIONLESS.

simulated semidirect direct joint
value mean ± std. dev. mean ± std. dev.

k3
1 0.7 0.7001 ± 0.0061 0.6998 ± 0.0056

normal myo k3
2 0.15 0.1500 ± 0.0016 0.1499 ± 0.0016

f3
v 0.15 0.1501 ± 0.0121 0.1511 ± 0.0097

k4
1 0.3 0.314 ± 0.077 0.312 ± 0.061

septal defect k4
2 0.3 0.311 ± 0.064 0.310 ± 0.053

f4
v 0.1 0.100 ± 0.119 0.097 ± 0.081

k5
1 0.5 0.554 ± 0.222 0.514 ± 0.132

lateral defect k5
2 0.6 0.639 ± 0.172 0.616 ± 0.120

f5
v 0.1 0.075 ± 0.162 0.100 ± 0.102

k6
1 0.9 0.9001 ± 0.0050 0.9001 ± 0.0049

liver k6
2 0.002 0.0020 ± 0.0004 0.0020 ± 0.0004

f6
v 0.2 0.2001 ± 0.0046 0.2002 ± 0.0036

could be modeled via voxel subdivision or with use of spherical
harmonic basis functions or spherical wavelets.

Future work also includes dealing with patient and organ
motion. For cardiac gated studies, individual gates can be
segmented and volume projection factors (i.e., um

il factors) can
be calculated for each gate. This strategy can also be used for
respiratory gated studies and studies in which patient or organ
motion is monitored or can be detected in the projection data.
For ungated studies, the segmented volume boundaries can be
blurred to compensate for partial volume effects arising from
cardiac contraction and respiratory motion.
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